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Abstract 
Nowadays, optimization techniques based on the analogy with 
swarming principles and collective activities of social species in 
nature have been used in the development of methodologies for 
solving a variety of real-world optimization problems. In this con-
text, the social behavior of fish colonies has been recently explored 
to develop a novel algorithm, the so-called Fish Swarm Optimiza-
tion Algorithm (FSOA), based on the behavior of fish swarm in 
search for food. In this paper, the FSOA is applied to four engi-
neering systems, involving typical structural design and distilla-
tion column design. The results obtained are then compared with 
those obtained from other classical evolutionary approaches. 
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1 INTRODUCTION 

Nowadays, the engineering system design using computational tools has become a major research 
field. As an example, in the realm of structural engineering, it is very important to determine the 
external loading under real service conditions, aiming at evaluating the level of security of the 
structure, to verify the design configurations that were adopted at the design stage, or for redesign-
ing structural elements for new operating conditions (Rojas et al., 2004).  Various strategies have 
been developed for the solution of such problems (Rojas et al., 2004, Cardozo et al., 2011, Gholipour 
et al., 2013).  

The development of optimization techniques based on analogies with swarming principles and 
collective activities of social species in nature (swarm intelligence) to solve real-world optimization 
problems characterizes an interesting and encouraging research topic. The corresponding techniques 
are based on various aspects of the collective activities of social insects, such as foraging of ants, 
birds flocking and fish schooling, which are self-organizing ones, meaning that complex group be-
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havior emerges from the interactions of individuals who exhibit simple behaviors by themselves 
(Kennedy et al., 2001, Koide et al., 2013). 

Swarm intelligence is inspired in nature, i.e., this characteristic, found among living animals of a 
given group, contributes to their own experiences as a group, making it stronger in face of other 
competing groups. The most familiar representatives of swarm intelligence in optimization problems 
are the following: food-searching behavior of ants (Dorigo and Di Caro, 1999), particle swarm opti-
mization (Shi and Eberhart, 2000), and artificial immune system (Castro and Timmis, 2002).  

In this context, an optimization technique known as Fish Swarm Optimization Algorithm 
(FSOA) based on the fish colonies was recently proposed by Li et al. (2002). The FSOA is an opti-
mization strategy based on the behavior of fish swarm in search for food. From the optimization 
point of view, this behavior is associated to “learning” capacity that can lead the fish swarm to new 
directions, i.e., the exploration of new food sources (design space). According to Li et al (2002), this 
behavior may be summarized as follows: random behavior - in general, fish looks at random for food 
and other companion; searching behavior - when the fish discovers a region with more food, it will 
go directly and quickly to that region; swarming behavior - when swimming, fish will swarm natu-
rally in order to avoid danger; chasing behavior - when a fish in the swarm discovers food, the oth-
ers will find the food dangling after it; and leaping behaviour - when fish stagnates in a region, a 
leap is required to look for food in other regions. 

In the literature, few works using the FSOA can be found. In this context, parameter estimation 
in engineering systems (Li et al., 2004), feed forward neural networks (Wang et al., 2005), combina-
torial optimization problem (Cai, 2010), Augmented Lagrangian fish swarm based method for global 
optimization  (Rocha et al., 2011), forecasting stock indices using radial basis function neural net-
works (Shen et al. 2011.), hybridization of the FSA with the Particle Swarm Algorithm to solve 
engineering systems (Tsai and Lin, 2011), determination of cluster number using average infor-
mation entropy and density function based on fuzzy C-means cluster analysis and FSA (Zhu et al., 
2005), combinatorial problems (Zheng and Lin, 2012), parameter estimation in control problems 
(Lobato et al., 2012), and other applications (Neshat et al. 2012). 

In the present contribution, the FSOA is used in engineering system design. This work is orga-
nized as follows. Section 2 provides a brief literature overview of the FSOA. The results and discus-
sion are presented in Section 3.  Finally, the conclusions and suggestions for future work conclude 
the paper. 
 
2 FISH SWARM OPTIMIZATION ALGORITHM  

The FSOA is based on fish swarm observed in nature: approximately 50% of fish species live in 
swarm (i. e., present synchronous and coordinated movements) in some moment of their lives, as 
showed in Figure 1 (Li et al, 2002). 
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Figure 1   Biological inspiration of the FSOA (Li et al, 2002). 

 

In the development of the FSOA, the following characteristics are considered (Li et al. 2002; 
Madeiro, 2010): (i) each fish represents a candidate solution of the optimization problem; (ii) food 
density is related to an objective function to be optimized (in an optimization problem, the amount 
of food in a region is inversely proportional to value of objective function); and (iii) the aquarium is 
the design space where the fish can be found. 

As noted earlier, the fish weight at the swarm represents the accumulation of food (e.g., the ob-
jective function) received during the evolutionary process. In this case, the weight is an indicator of 
success (Li et al. 2002; Madeiro, 2010). Basically, the FSOA presents four operators that can be 
classified as “search” and “movement”. Details on each of these operators are shown next. 
 

2.1 Individual Movement Operator 

This operator contributes to the individual and collective movements of fishes in the swarm. Each 
fish updates its new position by using the Equation (1): 
 

xi
t+1 = xi

t + rand ×sind  (1) 
 
where xi is the final position of fish i at current generation, rand is a random generator and sind is a 
weighted parameter. 
 
2.2 Food Operator 

The weight of each fish is a metaphor used to measure the success of food search. The higher the 
weight of a fish, the more likely this fish be in a potentially interesting region in design space. 

According to Madeiro (2010), the amount of food that a fish eats depends on the improvement 
in its objective function in the current generation. The weight is updated according to Equation (2): 

 

Wi
t+1 =Wi

t +
Δfi

max Δf( )
 (2) 
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where Wi
t is the fish weight i at generation t and ∆fi is the difference of the objective function be-

tween the current position and the new position of fish i. It is important to emphasize that ∆fi=0 
for the fishes in same position. 
 
2.3 Instinctive collective movement operator 

This operator is important for the individual movement of fishes when ∆fi≠0. Thus, only the fishes 
whose individual execution of the movement resulted in improvement of their fitness will influence 
the direction of motion of the school, resulting in instinctive collective movement. In this case, the 
resulting direction (


I t ), calculated using the contribution of the directions taken by the fish, and 

the new position of the ith fish are given by: 
 


I t =

Δ

xiΔfi

i=1

N

∑

Δfi
i=1

N

∑
 

 

(3) 
 


xi
t+1 =


xi
t +

I t  (4) 

 
It is important to emphasize that in the application of this operator, the direction chosen by a 

fish that located the largest portion of food to exert the greatest influence on the swarm. Therefore, 
the instinctive collective movement operator tends to guide the swarm in the direction of motion 
chosen by fish who found the largest portion of food in it individual movement. 

 
2.4 Non-Instinctive collective movement operator 

As noted earlier, the fish weight is a good indication of search success for food. In this way, when 
the swarm weight is increasing it means that the search process is performing successfully. So, the 
“radius”' of the swarm must decrease so that other regions can be explored. Otherwise, if the swarm 
weight remains constant, the radius should increase to allow the exploration of new regions. 

For the swarm contraction, the centroid concept is used. This is obtained by means of an aver-
age position of all fish weighted with the respective fish weights, according to Equation (5): 

 


Bt =


xiWi

t

i=1

N

∑

Wi
t

i=1

N

∑
 (5) 

 
If the swarm weight remains constant in the current iteration, all fish must update their posi-

tions by using the Equation (6): 



F. S. Lobato et al. / Fish Swarm Optimization Algorithm Applied to Engineering System Design      147 

Latin American Journal of Solids and Structures 11(2014) 143 - 156 
 


x t+1 =


x t − svol ×rand ×


x t −


Bt

d

x t,

Bt( )

 (6) 

 
where d is a function that calculates the Euclidean distance between the centroid and the current 
position of fish, and svol is the step size used to control fish displacements. 
 
3 RESULTS 

In order to evaluate the performance of the FSOA, the following parameters were used: number of 
fishes (50), weighted parameter value (1), control fish displacements (10-1) and generation number 
(50). The stopping criterion used was the maximum number of generations. Each case study was 
computed 20 times before calculating the average values. It should be emphasized 2550 objective 
function evaluations are required. 
 
3.1 Welded beam design problem 

The welded beam design problem is taken from Rao (1996) and He and Wang (2007), in which a 
welded beam is designed for minimum cost subject to constraints on shear stress (τ), bending stress 
in the beam, buckling load on the bar (Pc), end deflection of the beam (δ), and side constraints. 
There are four design variables as shown in Figure 2, i.e., h (x1), l (x2), t (x3), and b (x4).  
 
 

F

t

b

h

l
14

 
 

Figure 2   Welded beam design problem. 
 
Mathematically, the problem can be formulated as follows (Rao, 1996): 
 

min  f x( ) = 1.10471x1
2x2 + 0.04811x3x4 14 + x2( )  (7) 

 
subject to 
 

g1 x( ) = τ x( ) -13000 ≤ 0  (8) 
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g2 x( ) = σ x( ) -30000 ≤ 0  

 
(9) 
 

g3 x( ) = x1 - x4 ≤ 0  

 
(10) 

 

g4 x( ) = 1.10471x12 + 0.04811x3x4 14 + x2( )− 5 ≤ 0  

 
(11) 

 
g5 x( ) = 0.125 - x1 ≤ 0  

 
(12) 

 
g6 x( ) = δ x( ) - 0.25 ≤ 0  

 
(13) 

 
g7 x( ) = 6000 - Pc x( ) ≤ 0  (14) 

 
where   
 

τ x( ) = τ1( )
2
+ 2τ1τ2

x2
2R
+ τ2( )2 , τ1 =

6000

2x1x2
, τ2 =

MR
J

, M = 6000 14 + 
x2
2

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟
, 

R =
x2
2

4
+
x1 + x3
2

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟

2

, J = 2 2x1x2
x2
2

12
+
x1 + x3
2

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟

2⎛

⎝

⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

⎛

⎝

⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟
, σ x( ) = 504000

x4x3
2

, δ x( ) = 2.1952
x4x3

3
, 

Pc x( ) = 64746.022 1 - 0.028234x3( )x3x43  
 
The approaches applied to this problem include genetic algorithm with binary representation 

and traditional penalty function (Deb, 1991), a GA-based co-evolution model (Coello, 2000), and a 
co-evolutionary particle swarm optimization (He and Wang, 2007). 

The following design space is adopted (He and Wang, 2007): 0.1 in ≤ x1 ≤ 2 in, 0.1 in ≤ x2 ≤ 10 
in, 0.1 in ≤ x3 ≤ 10 in, 0.1 in  ≤ x4 ≤ 2 in. The best solutions obtained by the above mentioned ap-
proaches are listed in Table 1. In this table, it can be seen that the best solution found by FSOA is 
better than the best solutions found by other competing techniques (Deb, 1991; Coello, 2000), but 
slightly inferior to the result obtained by He and Wang (2007). 
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Table 1   Comparison of the best solutions for the welded beam design problem using different optimization techniques. 
 

Design variables Deb (1991) Coello (2000) He and Wang (2007) This work (average) 
x1 (in) 0.248900 0.208800 0.202369 0.208796 (0.210056) 
x2 (in) 6.173000 3.420500 3.544214 3.412545 (3.435689) 
x3 (in) 8.178900 8.997500 9.048210 8.910044 (8.932545) 
x4 (in) 0.253300 0.210000 0.205723 0.210001 (0.215552) 
g1 (psi) -5758.607 -0.337812 -12.839796 -23896.252 
g2 (psi) -255.5769 -353.9026 -1.247467 -230.95874 
g3 (in) -0.004400 -0.001200 -0.001498 -0.001204 
g4 ($) -2.982866 -3.141865 -3.429347 -3.384378 
g5 (in) -0.123900 -0.083800 -0.079381 -0.083796 
g6 (in) -0.234160 -0.235649 -0.235536 -0.235222 
g7 (lb) -44.65270 -363.2323 -11.681355 -808.56989 
f ($) 2.433116 1.748309 1.728024 1.7318117 (1.745889) 

 
3.2 Tension/compression string design problem 

This problem was proposed by Arora (1989), Belegundu (1982) and He and Wang (2007). It is de-
voted to the minimization of the weight of a tension/compression spring as shown in Figure 3. The 
design variables are the wire diameter d (x1), the mean coil diameter D (x2) and the number of ac-
tive coils P (x3). 
 

d

P P
D

 
Figure 3   Tension/compression string design problem. 

 
The mathematical formulation of this problem can be described as follows: 
 

min  f x( ) = x3 + 2( )x2x12  (15) 
 
subject to constraints on minimum deflection - Equation (16), shear stress - Equation (17), surge 
frequency - Equation (18), limits on outside diameter - Equation (19), and on side constraints: 
 

g1 x( ) = 1 -
x2
3x3

71785x1
4
≤ 0  

 

(16) 

g2 x( ) =
4x2
3 − x1x2

12566 x2x1
3 − x1

4( )
+

1

5108x1
2
− 1 ≤ 0  (17) 
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g3 x( ) = 1−
140.45x1
x3x2

2
≤ 0  

 

(18) 
 

g4 x( ) =
x1 + x2
1.5

− 1 ≤ 0  (19) 

 
The approaches applied to this problem include eight different numerical optimization tech-

niques (Belegundu, 1982), a numerical optimization technique called constraint correction at con-
stant cost (Arora, 1989), a GA-based co-evolution model (Coello, 2000), and a co-evolutionary par-
ticle swarm optimization (He and Wang, 2007). 

The following design space is adopted (He and Wang, 2007): 0.05 in ≤ x1 ≤ 2 in, 0.25 in ≤ x2 ≤ 
1.3 in, 2 in ≤ x3 ≤ 15 in. Table 2 presents the best solutions obtained by the above mentioned tech-
niques. In this table, it can be seen that the best solution found by FSOA has the same quality of 
those obtained by others techniques. 

 
Table 2   Comparison of the best solutions for the tension/compression spring design problem using different optimization techniques. 
 

Design variables Belegundu (1982) Arora (1989) He and Wang (2007) This work (average) 
x1 (in) 0.050000 0.053396 0.051728 0.051744 (0.050777) 
x2 (in) 0.315900 0.399180 0.357644 0.357754 (0.354189) 
x3 (in) 14.25000 9.185400 11.244543 11.56132 (11.70360) 
g1 (in) -0.000014 0.000019 -0.000845 -0.028697  
g2 (ksi) -0.003782 -0.000018 -1.260E-05 -0.000645 
g3 (-) -3.938302 -4.123832 -4.051300 -3.911391 
g4 (in) -0.727090 -0.698283 -0.727090 -0.727001 
f (lb) 0.012674 0.012730 0.012674 0.012789 (0.012897) 

 
3.3 Pressure vessel design problem 

The pressure vessel design problem was proposed by Kannan and Kramer (1994) and is devoted to 
the minimization of the total cost of the specimen studied, including the cost of the material, form-
ing and welding. A cylindrical vessel is capped at both ends by hemispherical heads as shown in 
Figure 4. There are four design variables: Ts (x1, thickness of the shell), Th (x2, thickness of the 
head), R (x3, inner radius) and L (x4, length of the cylindrical section of the vessel, not including the 
head). Among the four variables, Ts and Th are integer multiples of 0.0625 in that are the available 
thicknesses of rolled steel plates, and R and L are continuous variables. 

The problem can be formulated as follows (Kannan and Kramer, 1994): 
 

min  f x( ) = 0.6224x1x3x4 + 1.7781x2x3
2 + 3.1661x1

2x4 + 19.84x1
2x3  (20) 

 
subject to 
 

g1 x( ) = −x1 + 0.0193x3 ≤ 0  (21) 
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g2 x( ) = −x2 + 0.00954x3 ≤ 0  
 

(22) 
 

g3 x( ) = −πx32x4 −
4
3
πx3
3 + 1296000 ≤ 0  

 
(23) 

g4 x( ) = x4 - 240 ≤ 0  (24) 
 

L

R

Ts

R

Th

 
Figure 4    Pressure vessel design problem. 

 
In the literature, this problem has been solved by using an augmented Lagrangian multiplier ap-

proach (Kannan and Kramer, 1994), a genetic adaptive search (Deb, 1997), and a co-evolutionary 
particle swarm optimization (He and Wang, 2007).  

In the present work, the following design space is adopted (He and Wang, 2007): 1 in ≤ x1 ≤ 99 
in, 1 in ≤ x2 ≤ 99 in, 10 in ≤ x3 ≤ 200 in, 10 in ≤ x4 ≤ 200 in. The best solutions obtained by the 
above mentioned approaches are listed in Table 3. From Table 3, it can be seen that the best solu-
tion found by FSOA is better than the best solutions found by other techniques (Kannan and Kra-
mer, 1994; Deb, 1997), and has the same quality as the one obtained by He and Wang (2007).  

 
Table 3   Comparison of the best solutions for the pressure vessel design problem using different methods.  

 
Design  

variables 
Kannan and  

Kramer (1994) Deb (1997) He and Wang 
(2007) 

This work  
(average) 

x1 (in) 1.125000 0.937500 0.812500 0.812500 (0.875) 
x2 (in) 0.625000 0.500000 0.437500 0.437500 (0.500) 
x3 (in) 58.29100 48.32900 42.09126 42.09127 (42.12526) 
x4 (in) 43.69000 112.6790 176.7465 176.7466 (176.7747) 
g1 (in) 0.000016 -0.004750 -0.000139 -0.000139 
g2 (in) -0.068904 -0.038941 -0.035949 -0.035949 
g3 (in3) -21.22010 -3652.876 -116.3827 -116.3827 
g4 (in) -196.3100 -127.3210 -63.25350 -63.25350 
f ($) 7198.0428 6410.3811 6061.0777 6061.0778 (6064.7256) 

 
3.4 Binary disti l lation column design problem 

Next case study is a binary distillation system from the MINOPT User’s Guide (Schweiger et al., 
1997) and Bansal et al. (2003). The column has a fixed number of trays and the objective is to de-
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termine the optimal feed location (discrete decision), vapour boil-up, V, and reflux flow rate, R 
(continuous decisions), in order to minimize the integral square error (ISE) between the bottoms 
and distillate compositions and their respective set-points. The superstructure of the system is de-
picted in Figure 5.  

The following modeling assumptions were used by Schweiger et al. (1997): (i) constant molar 
overflow; (ii) constant relative volatility, α, (iii) phase equilibrium; (iv) constant liquid hold-ups, 
equal to m for each tray and 10m for the reboiler and condenser; (v) no tray hydraulics; (vi) negli-
gible vapour hold-ups; and (vii) no pressure drops. The system is initially at steady-state; at t=0 
there is a step change in the feed composition, zf; and the inequality constraints are that the distil-
late composition must be greater than 0.98, and the bottoms composition must be less than 0.02, at 
the end of the time horizon of 400 min. The problem can be stated mathematically as: 

 
min  f x( ) = ISE tf( )  (25) 

 
where  
 

d ISE( )
dt

= xb − xb
*( )2 + xN+1 − xN+1*( )2  (26) 

 

N+1 liquid
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D
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Figure 5   Binary distillation column. 

 
subject to component balances - Equations (27) to (30), overall balances - Equations (31) to (34), 
vapour-liquid equilibrium - Equations (35) to (36), and step disturbance - Equation (37):  
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10m
dxb
dt
= L1x1 −Vyo −Bxb,     

dxb
dt t=0

= 0  

 

(27) 
 

m
dx i
dt
= Li+1x i+1 − Lix i +V yi-1 − yi( )+ Fyfiz f ,     

dx i
dt t=0

= 0,     i=1, ..., N -1  

 

(28) 
 

m
dxN
dt
= −LNxN +V yN-1 − yN( )+ FyfNzf + RxN+1,     

dxN
dt t=0

= 0  

 

(29) 
 

10m
dxN+1

dt
=V yN − xN+1( ),     

dxN+1

dt
t=0

= 0  

 

(30) 
 

0=L1 −V −B  
 

(31) 
 

0=Li+1 − Li + F  yfi,     i=1, ..., N -1  

 
(32) 

 
0= - LN +V + F  yf + R  

 
(33) 

 
0=V −D −R  

 
(34) 

 

yo=
αxb

1+ α - 1( )xb
 

 

(35) 
 

yi=
αx i

1+ α - 1( )x i
,     i=1, ..., N  

 

(36) 
 

zf=0.54 - 0.09exp -10t( )  
 

(37) 
 

The following design space is adopted (Bansal et al., 2003): 0.05 kmol/min ≤ V ≤ 2 kmol/min, 
0.25 kmol/min ≤ R ≤ 1.3 kmol/min, 1 ≤ yf ≤ 30. Model parameters (Bansal et al., 2003): number of 
trays (N) equal to 30; relative volatility, α equal to 2.5; tray liquid hold-up equal to 0.175 kmol; 
feed flow rate (F) equal to 1 kmol/min; distillate set-point (xN+1) equal to 0.98 and bottoms set-
point (xb) equal to 0.02. 

Table 4 presents the results obtained by FSOA and by other techniques. In this table, it can be 
seen that the best solution found by FSOA has the same quality as compared with the results found 
by Bansal et al. (2003). 
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Table 4   Comparison of the best solutions for the binary distillation column design problem. 
 

Design variables Bansal et al. (2003) This work (average) 
Feed tray 25 25 (25) 

V (kmol/min) 1.5426 1.5426 (1.5699) 
R (kmol/min) 1.0024 1.0024 (1.0068) 

f (-) 0.1817 0.181798 (0.183544) 
 

4 CONCLUSIONS 

In this work, Fish Swarm Optimization Algorithm (FSOA) based on the social behavior of fish col-
onies, was applied to solve different design problems. The simulation results were compared with 
those obtained from other competing evolutionary algorithms. Besides, the results showed that the 
methodology is configured as a promising alternative for a number of engineering applications. 
However, in terms of the number of objective function evaluations, this approach needs yet to be 
better studied, so that more definitive conclusions can be drawn. This particular characteristic, i.e., 
the number of objective function evaluations, is inherent to this methodology due to the quantity of 
loops that is required by the algorithm. Consequently, it is normally expected a high number of 
objective function evaluations in the present version of the FSOA algorithm. 

Further research work will be focused on the influence of the parameter values required by 
FSOA on the quality of the optimal solutions. 
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